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Abstract

This study conducts a bibliometric analysis exploring deep learning (DL) applications in lung cancer
diagnostics from 2014 to 2025. Through analysis of 2,529 publications from 868 sources, the research
identifies key trends, emerging themes, and collaborative networks within this rapidly evolving field.
Central research domains include "deep learning," "lung cancer," and "medical imaging," with notable
advancements in "transfer learning™ and "bioinformatics"” contributing to enhanced diagnostic precision.
Despite the demonstrated potential of convolutional neural networks (CNNs) and explainable Al
frameworks, significant challenges persist, including dataset heterogeneity, model interpretability
limitations, and inequitable access to Al technologies. Examination of global collaboration patterns
reveals pronounced disparities in research activity and resource distribution. This study emphasizes the
critical importance of integrating computational and clinical perspectives to advance DL-driven lung
cancer diagnostics, advocating for inclusive and cost-effective solutions to improve early detection
capabilities, personalized treatment approaches, and equitable healthcare delivery worldwide.
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1. Introduction

Lung cancer remains a leading cause of cancer-related mortality worldwide, accounting for 1.8 million
deaths annually (Siegel et al., 2021). Despite significant advancements in medical technologies and
treatment methods, disparities in lung cancer outcomes persist across different populations, largely
influenced by socio-economic inequalities, access to healthcare, and systemic issues within healthcare
delivery systems (Islami et al., 2021). Addressing these disparities requires not only innovations in
diagnostic and treatment tools but also equitable implementation of policies that ensure access to quality
care for all individuals. Interdisciplinary efforts and collaboration between healthcare providers,
policymakers, and researchers are critical to overcoming these challenges (Mulshine, 2005; Islami et
al., 2021).

Advancements in artificial intelligence (Al), particularly deep learning (DL), have transformed the
landscape of lung cancer diagnosis and management. Convolutional neural networks (CNNs) have
demonstrated remarkable capabilities in automating complex tasks such as tumor detection,
segmentation, and classification from medical imaging data (Ardila et al., 2019). These technologies
offer the potential to improve early detection rates, reduce diagnostic errors, and provide personalized
treatment strategies (Sarkar et al., 2024). Moreover, radiomics, which gquantifies imaging features like
texture and shape, enhances prognostic accuracy by uncovering patterns that may not be visible to the
human eye (Aerts et al., 2014). Al methods have been applied to large datasets such as LUNA16 and
have achieved high precision and recall rates, enabling more accurate nodule detection (Bharti et al.,
2022; Setio et al., 2016).

The integration of DL techniques, such as transfer learning and hybrid CNN models, has further refined
diagnostic systems, allowing for higher accuracy in distinguishing between benign, malignant, and
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normal cases (Sarkar et al., 2024; Lalitha & Murugan, 2023). Furthermore, explainable Al (XAl)
frameworks emerge as essential tools for improving the transparency and interpretability of these
models, fostering trust among clinicians and enhancing their usability in clinical workflows
(Apostolidis & Papakostas, 2021; Wani et al., 2023). Explainability is particularly critical when
adopting advanced methodologies like adversarial learning, as even minor perturbations in input data
can degrade model performance (Apostolidis & Papakostas, 2021).

Despite these promising developments, several barriers hinder the adoption of DL technologies in real-
world clinical workflows. Variability in imaging datasets, differences in acquisition protocols, and a
lack of standardized data remain major challenges that limit the generalizability of Al models (Setio et
al., 2016). Additionally, the "black-box™ nature of many DL models raises concerns among clinicians,
who require transparent and interpretable systems to ensure trust and reliability in Al-driven decision-
making processes (Dauvri et al., 2023). In resource-limited settings, the lack of infrastructure and trained
personnel exacerbates these issues, creating disparities in access to cutting-edge diagnostic tools (Jung
etal., 2023; Rao et al., 2023). Collaborative efforts to develop cost-effective tools and provide education
on Al implementation are necessary to ensure that these innovations benefit all populations (Islami et
al., 2021).

Another critical aspect of improving lung cancer diagnostics lies in addressing systemic and societal
barriers. Policies that support funding for Al research and its integration into healthcare systems are
essential for achieving sustainable progress (Siegel et al., 2022; Makubhai et al., 2024). Additionally,
global collaboration plays a pivotal role in advancing research and technology development, with
interdisciplinary approaches driving the integration of computational and medical sciences (Tranet al.,
2023; Jacobs et al., 2021). For example, the development of frameworks like DeepXplainer and Marine
Predators Algorithm has demonstrated the potential of integrating biology, imaging, and computational
techniques for comprehensive cancer diagnostics (Mengash et al., 2023; Wani et al., 2023).

This study seeks to explore the intersection of Al technologies and healthcare policies in improving
lung cancer diagnosis. Specifically, it aims to address three critical questions: (1) What are the emerging
trends and advancements in the application of deep learning techniques for lung cancer detection and
classification? (2) What are the challenges and limitations in integrating deep learning algorithms into
clinical workflows for lung cancer diagnosis? (3) What are the key factors influencing the effectiveness
of deep learning-based approaches in predicting lung cancer risk and outcomes? By examining these
questions, this research aims to provide insights into the role of DL in addressing disparities in lung
cancer care while proposing strategies for the equitable and effective adoption of Al technologies.

The findings of this study will contribute to the growing body of knowledge on Al-driven healthcare
solutions, offering practical recommendations for integrating DL technologies into clinical workflows.
Additionally, the study highlights the importance of global collaboration and policy reform in ensuring
that advancements in lung cancer diagnostics benefit all patients, regardless of socio-economic status
or geographic location.

2. Methodology

2.1 Research Design

To ensure methodological transparency and reproducibility, this study adheres to the PRISMA
framework for systematic literature selection. The methodology follows a rigorous four-phase process:
identification, screening, eligibility assessment, and inclusion. Bibliometric data were initially retrieved
from Scopus and Web of Science databases using standardized search terms including "lung cancer”
and "deep learning.” Following the removal of duplicates and non-English publications, the final corpus
comprised 2,529 documents from 868 sources. The analytical approach incorporated both performance
analysis and science mapping techniques to examine publication trends, co-authorship networks, and
keyword co-occurrences, thereby providing a comprehensive assessment of research progression and
collaboration patterns in the field.
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2.2 Data Collection

The bibliometric data for this study was retrieved from two leading academic databases, Scopus known
for their comprehensive coverage of high-quality, peer-reviewed literature. The dataset spans
publications from 2014 to 2025, ensuring an up-to-date exploration of trends in the application of deep
learning for lung cancer diagnostics. A systematic search strategy was employed, utilizing keywords
such as "lung cancer,"” "deep learning,” Only English-language journal articles, reviews, and conference
proceedings were included. After removing duplicates and irrelevant records, the final dataset
comprised 2,529 documents sourced from 868 journals and conferences. These documents reflect
contributions from 8,102 authors, with an international co-authorship rate of 21.59%. Key metadata,
such as publication year, author affiliations, keywords, and citation counts, were extracted for analysis,
forming the foundation for the subsequent bibliometric mapping and performance evaluations.

2.3 Data Analysis

The data analysis in this study utilized bibliometric techniques to evaluate the development and
dynamics of research on deep learning applications in lung cancer diagnostics. A combination of
performance analysis and science mapping was employed to identify publication trends, keyword
patterns, and collaborative networks within the field. Performance analysis focused on examining
descriptive metrics such as the total number of publications, co-authorship rates, and the distribution of
keywords across studies. These metrics provided a quantitative understanding of the research
productivity and the impact of studies in this domain.

Science mapping techniques were implemented to explore thematic structures and relationships
between research areas. Co-occurrence network analysis was applied to keywords to identify central
themes and emerging topics, highlighting the interdisciplinary nature of the research. Furthermore,
collaboration networks were analyzed to map partnerships among institutions and countries, illustrating
the extent of global cooperation in advancing this field.

Advanced bibliometric tools, including Bibliometric in R were used to process and visualize the data.
These tools enabled the identification of significant research clusters, trends in topic evolution, and key
contributors to the field. By integrating these approaches, the study provided a comprehensive view of
the progress and potential future directions of research in deep learning for lung cancer diagnostics.

3. Results

The bibliometric analysis covered publications from 2014 to 2025, capturing data from 2,529
documents authored by 8,102 contributors across 868 sources. Single-authored documents accounted
for 50 publications, while international co-authorship represented 21.59% of all collaborations. The
average number of citations per document was 12.48, indicating robust academic engagement with the
field. The average age of the documents analyzed was 1.47 years, reflecting the recent and dynamic
nature of the research. Figure 1 summarizes these key bibliometric characteristics, illustrating the
growth and collaboration trends in the field of deep learning applications for lung cancer diagnostics.

Timespan

2014:2025

Sources Decuments Annual Growth Rate
868 2529 0 %

Authors of single-authored docs International Co-Authorship Co-Authors per Doc
21.59 % 4.68

Authors

8102

Author's Keywords (DE)

4402

1.47 12.48

Figure 1. Main information.

The analysis of annual scientific production reveals a substantial increase in research activity on deep
learning applications in lung cancer diagnostics from 2014 to 2024. The steady growth observed until
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2020 corresponds with the maturation of deep learning technologies and increased availability of
annotated medical imaging datasets. A notable surge in publications occurs between 2020 and 2024,
likely driven by advancements in computational resources and growing interdisciplinary collaborations.
However, a sharp decline is observed in 2025, which may reflect incomplete indexing of recent
publications rather than a true reduction in research activity. Figure 2 illustrates the annual distribution
of publications, emphasizing the dynamic and rapidly evolving nature of the field.
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Figure 2. Annual scientific production in deep learning for lung cancer diagnostics (2014-2025).

3.1 Three field plot

To understand the intellectual structure of the research field, a three-field plot was generated to analyze
the connections between keywords, article titles, and contributing institutions. As shown in Figure 3,
"deep learning," "lung cancer," and "medical imaging" emerge as central themes, connecting to various
advanced methodologies, including "transfer learning," "convolutional neural networks," and
"radiomics.” These keywords indicate a focus on diagnostic accuracy and novel analytical frameworks,
demonstrating the field's growing sophistication.

The plot further highlights the strong contributions from institutions like Shanghai Jiao Tong
University, Northeastern University, and other key players driving advancements in lung cancer
diagnostics. These connections reflect the interdisciplinary and collaborative nature of the field,
underscoring the integration of computational sciences with medical research.
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Figure 3. Three-field plot.

3.2 Co-occurrence Network

The co-occurrence network presented in Figure 4 illustrates the relationships among the most frequently
occurring keywords in deep learning applications for lung cancer research. This visualization highlights
the dominance of "deep learning" as a central node, closely linked to other key terms such as "lung
cancer," "diagnosis,” "medical imaging," and "convolutional neural networks."

The network also reveals emerging themes such as "contrastive learning," "image segmentation," and
"neural networks," suggesting a growing emphasis on advanced methodologies in medical image
analysis. The clustering of terms like "biological organs," "medical imaging,” and "classification"
reflects a focus on leveraging deep learning to improve diagnostic precision and outcomes in clinical
settings. Additionally, the dense interconnections emphasize the interdisciplinary nature of this research
area, bridging computational, medical, and biological sciences.
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Figure 4. Co-occurrence network.

3.3 Trend topics

The analysis of trending topics over the study period, presented in Figure 5, highlights the evolution of
research focus areas in the application of deep learning for lung cancer diagnostics. Terms such as "lung
cancer," "deep learning," and "medical imaging" remain consistently prominent, reflecting their
foundational importance to the field.

Emerging topics like "transfer learning," "contrastive learning," and "bioinformatics" have shown
significant growth in recent years, indicating a shift towards more sophisticated methodologies and their
integration with biological data for enhanced diagnostic precision. The prominence of terms like "neural
networks" and "lung nodule detection” underscores ongoing efforts to improve the accuracy and
efficiency of automated systems for early cancer detection.

Additionally, the timeline reveals that topic such as "10-fold cross-validation" and "convolutional
neural networks (CNN)" gained attention in earlier years, serving as a foundation for the subsequent
exploration of more advanced techniques. The consistent rise of terms like "collaborative learning" and
"medical computing” reflects the interdisciplinary nature of the research, emphasizing the importance
of integrating computational and clinical perspectives.

Trend Topics

lung cancer- @

transfer learning -

machine-learning - &
deep learning -

diseases -

biological organs -
convolution - L

lung nedule -

computer aided diagnasis - L2
Term frequency
@ 1000

@ 2000

bicinformatics - - @ s000

neural netwerks - &

solitary pulmonary nedule - -

Term

priority journal - .
medical computing - .
lung nodule detection - o
collaborative learning - L2
thoracic - L3
audio signal processing - .
neural networks (computer)~ . @
convolutional neural networks (¢nn)- . )

10-fold cross-validation - -

2017
2019
2021
2023

Year

Figure 5. Trend topics.
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3.4 Collaborative Networks

The collaborative network presented in Figure 6 highlights the interconnected relationships between
leading institutions contributing to deep learning research in lung cancer diagnostics. Key institutions,
such as Shanghai Jiao Tong University and Northeastern University, appear as central hubs,
demonstrating their significant influence and extensive collaborative efforts within the research
community.

The clustering of institutions into distinct groups reflects regional and thematic concentrations of
expertise. For example, institutions in China and India, including Chitkara University Institute of
Engineering and Technology, show strong internal collaborations, while also engaging with global
partners. These networks underscore the critical role of international collaboration in advancing the
field.

Despite the global nature of these networks, disparities remain evident. Leading institutions
predominantly represent resource-rich regions, highlighting a potential gap in participation from
underrepresented and resource-limited areas. Addressing this gap is crucial for ensuring inclusive and
equitable advancements in Al-driven lung cancer research.

siloghaijiao tong JQEESTSIY " srm institute of science and technology

chitkara university institute of engineering and technology
graphic era deemed 1o be University

Figure 6. Collaboration network.
4. Discussion

This bibliometric analysis offers a comprehensive examination of the development and dynamics of
deep learning applications in lung cancer diagnostics, uncovering key trends, collaborative networks,
and thematic advancements. The steady growth in publications over the past decade highlights the
increasing recognition of artificial intelligence as a transformative tool in healthcare. A surge in research
activity since 2020 correlates with advancements in computational power, the widespread adoption of
machine learning techniques, and the availability of annotated medical imaging datasets. These factors
have facilitated the development of complex models like convolutional neural networks (CNNs) and
transfer learning techniques, which have shown significant potential in improving diagnostic precision.
Thematic analysis revealed "deep learning,” "lung cancer,” and "medical imaging" as central topics in
the field. Emerging themes such as “transfer learning,” "contrastive learning,” and "bioinformatics"
reflect a progression toward more sophisticated methodologies, including the integration of multimodal
data for personalized medicine. However, several barriers to clinical adoption persist. Dataset
variability, differences in imaging acquisition protocols, and a lack of standardized frameworks hinder
the generalizability of Al models. Furthermore, concerns surrounding the "black-box" nature of deep
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learning algorithms continue to impede trust and adoption among healthcare practitioners. Ethical
considerations, particularly data privacy and potential biases, present additional challenges that require
immediate attention.

Collaboration networks demonstrate the critical role of international and institutional partnerships in
driving advancements in this field. Prominent contributors, such as Shanghai Jiao Tong University and
Northeastern University, underscore the global character of the research. However, disparities in
resource distribution and the concentration of research activity in specific regions point to the need for
more inclusive efforts to bridge gaps in access to Al tools and research opportunities. Additionally, this
study highlights the importance of developing explainable Al (XAIl) frameworks to increase
transparency in decision-making, allowing clinicians to better interpret Al-generated diagnoses and
predictions. Increased interdisciplinary collaboration between Al researchers and medical professionals
is essential to refining Al models to ensure their real-world applicability and reliability in clinical
settings.

This study provides valuable insights into the development and application of deep learning (DL)
techniques in lung cancer diagnostics; however, several limitations should be acknowledged. First, the
analysis relied exclusively on data retrieved from Scopus and Web of Science databases. While these
sources are widely recognized for their comprehensive coverage of peer-reviewed research, they may
exclude relevant studies from other databases or non-English publications, potentially limiting the
diversity and comprehensiveness of the dataset. Additionally, the temporal scope of the analysis, which
focused on publications from 2014 to 2025, may overlook foundational research conducted prior to this
period that shaped the field's trajectory.

Another limitation arises from the reliance on predefined keywords such as "deep learning" and "lung
cancer." This approach, while effective in targeting the field's core topics, may have excluded studies
employing alternative terminologies or interdisciplinary perspectives, thereby introducing potential
biases in dataset composition. Moreover, the study emphasized quantitative metrics, such as publication
counts, keyword co-occurrence, and collaboration networks, without assessing the methodological rigor
or practical applicability of individual studies. This lack of qualitative analysis may result in an
incomplete understanding of the clinical relevance of the findings.

The observed stabilization in annual growth rates for 2025 may also reflect incomplete indexing of
recent publications rather than a true plateau in research activity. Furthermore, the concentration of
collaborations among a few leading institutions highlights potential disparities in resource accessibility
and research opportunities across different regions, which could limit the generalizability of the
findings. Lastly, the study did not directly address the real-world implementation of DL technologies
in clinical workflows, leaving a gap in understanding their practical impact and effectiveness in diverse
healthcare settings. Future research should explore the practical integration of DL models into clinical
practice, including physician acceptance, interpretability concerns, and regulatory challenges.

By acknowledging these limitations, this study provides a foundation for refining future bibliometric
analyses and advancing the field of DL applications in lung cancer diagnostics, ensuring that future
research addresses these gaps to achieve a more comprehensive and inclusive understanding of the
domain.

5. Conclusion

This study highlights the rapid growth and evolving nature of deep learning applications in lung cancer
diagnostics, emphasizing its interdisciplinary and global character. By identifying key themes and
emerging trends, such as "transfer learning," “contrastive learning,” and "bioinformatics,” this analysis
addresses Research Question 1 and demonstrates the progression toward sophisticated and personalized
diagnostic tools.
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Despite significant advancements, challenges related to data standardization, model interpretability, and
ethical implementation remain, directly addressing Research Question 2. These findings highlight the
importance of explainable Al frameworks and the integration of multimodal data to improve diagnostic
accuracy and clinical acceptance. Additionally, this study emphasizes the importance of enhancing Al
fairness and mitigating biases in lung cancer diagnostics to ensure equitable healthcare delivery.

The analysis also underscores the critical role of collaboration in advancing the field. However,
disparities in resource distribution and the concentration of research activity in specific regions suggest
a need for more inclusive and equitable efforts, aligning with Research Question 3. Future research
should focus on fostering collaborations with underrepresented regions, developing scalable and cost-
effective solutions, and addressing ethical concerns to ensure that Al-driven tools benefit diverse
healthcare systems. Additionally, regulatory frameworks and standardization protocols should be
developed to support the clinical adoption of Al-based diagnostic tools.

By bridging the gap between academic advancements and clinical practice, the potential of deep
learning to revolutionize lung cancer diagnostics and reduce global health disparities can be fully
realized. This study provides a foundation for future research, offering valuable insights into thematic
evolution, collaboration patterns, and emerging directions in the field. Researchers, clinicians, and
policymakers can leverage these findings to advance the role of artificial intelligence in transforming
lung cancer care for all populations.
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